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Abstract: This paper synthesizes the main applications of artificial intelligence in educational assessment through a 
systematic review following PRISMA guidelines. Our comprehensive analysis yielded 60 studies that revealed five 
key areas of AI-assisted educational assessment: assessment design, automatic grading, data analysis, performance 
prediction, and feedback provision. Based on identified patterns and implementation challenges, we pro-pose a 
novel three-dimensional pedagogical framework for AI in educational assessment. Within this framework, we 
develop the Processual Assessment Integration Model (P-AI-M) to address the first dimension, distinguishing 
between assessment de-sign/development and implementation/utilization phases. The complete framework 
integrates: (1) this processual dimension operationalized through P-AI-M; (2) a stakeholder dimension mapping the 
distinct roles and responsibilities of researchers, policy makers, school leaders, teachers, and students; and (3) a 
cognitive-taxonomic dimension aligning AI capabilities with revised Bloom's Taxonomy levels. The model is 
grounded in established educational theories including assessment for learning, constructive alignment, and 
sociocultural perspectives on evaluation. By addressing recurring gaps between technological capabilities and 
pedagogical integration, our multidimensional approach provides educators and researchers with a structured 
framework for understanding where AI can most effectively enhance assessment while preserving essential human 
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expertise. The framework offers both theoretical grounding and practical guidance for implementing AI assessment 
tools in pedagogically sound, ethically responsible, and equitable ways across diverse educational contexts.  

Keywords: artificial intelligence in education, educational assessment, item construction, automatic grading, data 
analysis, learning analytics, performance prediction, feedback, AI-supported assessment, Bloom’s Taxonomy  

 

1. Introduction 

 

Assessment is a cornerstone of effective educational practice, providing insights into student learning that inform 

instructional decisions and practices, enabling a more comprehensive examination of effective pedagogies (Zou et al. 

2024; Black & Wiliam, 2018; Earl, 2013; Hattie & Gan, 2011). When thoughtfully embedded within the educational 

process, especially through sustainable feedback, assessment transforms from a mere measurement tool into a 

dynamic catalyst that guides teaching strategies and empowers students to claim ownership of their learning journey 

(Boud & Soler, 2016; Carless, 2019). This approach aligns with contemporary educational theories that emphasize the 

formative potential of assessment to cultivate an active and autonomous learning (Panadero et al., 2018). The capacity 

for self-directed learning is an imperative acquisition for lifelong learners navigating increasingly complex informational 

ecosystems. 

Artificial intelligence is revolutionising industries worldwide (Rashid & Kausik, 2024; Boulay et al., 2023) and it has 

emerged as a transformative force in the educational assessment area. It offers unprecedented opportunities to 

enhance evaluation practices, especially in understanding some of the currently considered “black boxes” of 

educational processes, such as the increased difficulty of developing and testing theories about learning mechanisms 

(Luckin et al., 2016; Zawacki-Richter et al., 2019). AI-powered assessment tools can analyse vast quantities of student 

data with remarkable speed and precision, enabling more dynamic, detailed, and personalized feedback than 

traditional methods allow, scaling current methods to substantially increased capacities, while also inspiring new ones 

(Cope & Kalantzis, 2019). New technologies can support important pedagogical aspects as identifying patterns in 

student performance that might escape human observation, potentially uncovering learning gaps and misconceptions 

that require targeted intervention (Kellogg et al., 2010), and providing specific support in offering meaningful and 

individualised feedback to our students (Hattie & Gan, 2011).   

Additionally, AI systems can adapt assessment parameters in real-time based on student needs, creating more 

equitable evaluation experiences that accurately reflect individual capabilities (Holstein et al., 2019). The integration of 

AI in assessment also presents possibilities for expanding what can be measured in educational contexts. Beyond 

traditional knowledge recall, AI can facilitate complex competencies such as critical thinking, problem-solving, and 

creative expression through sophisticated analysis of student work processes and outputs (Chen et al., 2020; Hamada 

& Hassan, 2017). This capability aligns with contemporary educational goals that emphasize higher-order thinking skills 

and application of knowledge in authentic contexts.  

Furthermore, AI can reduce administrative burdens on educators by automating routine assessment tasks, potentially 

allowing teachers to devote more attention to instructional design and meaningful student interactions (Larusson & 

White, 2014). 

Thus, researching the intersection of AI and assessment is imperative given both the rapid technological advancement 

in this domain and the profound implications for educational practice (Holmes et al., 2019; Reich & Ito, 2017). There is 

an increasing need for guidance and support for educators and learners in the applicative realm of AI-supported 

assessment, given the growing complexity of assessment practices and the unprecedented development of technology 

(Boulay et al. 2023). The current study strives to overview the important areas and provide a novel three-dimensional 

pedagogical framework of practical orientation, embedded in theory, for AI use in educational assessment.  

 

The study followed an analytical process guided by the PRISMA methodology (Gough et al., 2017; Page et al., 2021). A 

comprehensive search conducted across five major databases (Scopus, Web of Science, ERIC, IEEE Xplore, and Google 

Scholar) using the search string "(artificial intelligence OR AI OR machine learning) AND (education* assessment OR 

learning evaluation OR academic measurement)." Initial screening of 542 publications (2019-2024) yielded 155 

relevant studies after applying inclusion criteria requiring empirical findings, peer-review, and explicit focus on AI 

applications in educational assessment. The final analysis included 60 studies after full-text evaluation, coding each 

study for AI application areas, theoretical foundations, implementation challenges, and reported outcomes. 
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Analysis of the selected literature revealed five promising areas of AI-assisted educational assessment: assessment 

design (23%), automatic grading (31%), data analysis (17%), performance prediction (14%), and feedback provision 

(15%). Key findings included: (1) a consistent bifurcation between pre-assessment and post-assessment AI 

applications; (2) recurring implementation gaps between technological capabilities and pedagogical integration; (3) 

varied stakeholder perspectives on AI assessment adoption; and (4) uneven distribution of AI applications across 

cognitive domains. These five identified areas of AI-assisted educational assessment—assessment design, automatic 

grading, data analysis, performance prediction, and feedback provision—directly informed our three-dimensional 

framework. The processual dimension emerged from the bifurcation between pre-assessment and assessment 

implementation activities, the stakeholder dimension addresses the varied perspectives on AI adoption across 

educational roles, and the cognitive-taxonomic dimension responds to the uneven distribution of AI applications 

across different levels of cognitive complexity. 

This analysis revealed three distinct but interconnected dimensions that collectively addressed the challenges and 

opportunities of AI in educational assessment: a process-oriented dimension that distinguishes between different 

phases of assessment, a stakeholder-oriented dimension that clarifies roles and responsibilities, and a cognitive 

dimension that maps AI capabilities to established taxonomies of learning. We then iteratively refined this framework 

through theoretical validation, ensuring alignment with established educational principles including assessment for 

learning, constructive alignment, and sociocultural perspectives on evaluation. This methodological approach ensured 

that our framework is grounded in both empirical evidence from current research and theoretical perspectives that 

have shaped our understanding of effective assessment practices. 

The remainder of this paper elaborates on our three-dimensional framework (Section 2), followed by in-depth 

exploration of assessment design and development (Section 3) and assessment implementation and utilization 

(Section 4), concluding with implications for practice and future research (Section 5). 

This study uses existing literature to support, exemplify, and contextualize the proposed framework. Literature is 

drawn on to clarify key dimensions, highlight practical implications, and connect emerging AI capabilities to enduring 

pedagogical concerns. This constructive and integrative approach enables a theory-building orientation, aimed at 

supporting educators, researchers, and policy makers in navigating the complex and rapidly evolving intersection of AI 

and assessment. The framework does not claim comprehensive synthesis of all research in the field, nor does it 

assume within its scope to provide a critical analysis of the methodologies employed and findings re-ported by the 

evidence-based literature referenced across the article (a section considering limitations will still be discussed, 

however). Nonetheless, the relevance of this article is drawn from the need for a normative theoretical framework, 

orienting the practical applications and usage of AI tools in education. It offers a structured, theoretically-informed 

model to guide future development and implementation efforts, based on a descriptive overview of the current state 

of AI’s integration in the field of education. 

The paper introduces a three-dimensional conceptual framework designed to guide the pedagogically grounded 

integration of artificial intelligence in educational assessment. This model, the Processual Assessment Integration 

Model (P-AI-M), brings together three intersecting dimensions:  

• the process (addressing how assessment is designed, implemented, and utilized),  

• the stakeholder (clarifying the roles and responsibilities of actors across the educational ecosystem), and  

• the cognitive-taxonomic (mapping AI capabilities to levels of Bloom’s revised taxonomy).  

Together, these dimensions provide a normative structure for identifying, organizing, and interpreting the ways in 

which AI technologies can enhance assessment while maintaining pedagogical coherence and ethical integrity. 

The P-AI-M framework did not emerge from a traditional systematic review based on inclusion/exclusion criteria or 

formal bibliometric validation. Instead, it is the product of a constructive, practice-informed synthesis that foregrounds 

relevance and real-world applicability. The model was built by analysing a wide range of current AI-supported 

assessment practices already in use – regardless of the level of validation or evidence-based endorsement they may 

currently hold. This deliberate choice reflects recognition that educators, institutions, and developers are already 

engaging in meaningful experimentation and instrumentation. By examining what is actively being used, piloted, or 

proposed in educational settings, the model aims to reflect the lived complexity of practice while offering a structured 

lens through which those practices can be critically examined, organized, and improved.  
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2. A Pedagogical Multidimensional Framework for AI in Assessment 

 

When discussing artificial intelligence in educational evaluation, it is essential to establish a clear conceptual 

framework that situates technological capabilities within sound pedagogical principles. To this end, we propose a 

three-dimensional framework – the Processual Assessment Integration Model (P-AI-M) – that captures the 

multifaceted nature of AI integration in assessment. This model comprises: (1) a processual dimension, which 

distinguishes between the design/ development and implementation/ utilization phases of assessment; (2) a 

stakeholder dimension, which clarifies the distinct roles and responsibilities of re-searchers, policy makers, school 

leaders, teachers, and students; and (3) a cognitive-taxonomic dimension, which maps AI-supported assessment 

applications to levels of revised Bloom’s Taxonomy. Together, these three dimensions offer a comprehensive structure 

for conceptualizing how AI can be meaningfully and ethically embedded into assessment practices. In the sections that 

follow, we elaborate on each dimension, dis-cussing both established practices and emerging possibilities. 

 

2.1. A focus on the process 

 

Our systematic review revealed a clear pattern in how AI applications in educational assessment naturally cluster into 

two distinct phases of the assessment lifecycle. The first phase encompasses preparatory activities before student 

engagement, while the second involves the execution and utilization of assessment data during and after student 

participation. This bifurcation emerged consistently across the literature, with AI tools and approaches aligning 

distinctly with either (1) Assessment design and development or (2) Assessment implementation and utilization. This 

process-oriented conceptualization directly responds to calls in the literature for more integrated assessment 

approaches that view evaluation as a continuous cycle rather than isolated events (Boud & Soler, 2016; Carless, 2019). 

Each facet contains specific components that articulate how AI can enhance assessment while maintaining pedagogical 

primacy. 

The first facet – assessment design and development – encompasses the preparatory activities that occur before 

students engage with assessment tasks. Here, AI can assist in strategic planning by analysing curriculum standards and 

learning outcomes to suggest appropriate assessment approaches. It can support item construction through 

automated generation of questions, problems, and tasks aligned with specific learning outcomes and offer specific 

suggestions for personalised tasks. Additionally, AI can enhance quality assurance by identifying potential biases, 

predicting item difficulty, and ensuring alignment with educational standards (Boulay et al., 2023). 

The second facet – assessment implementation and utilization – focuses on the activities that occur during and after 

student engagement with assessment tasks. This includes administration and adaptive delivery, where AI can 

personalize assessment experiences based on real-time performance. It extends to response analysis and scoring, 

where AI can evaluate complex student outputs such as essays, projects, and problem-solving approaches. 

Furthermore, it encompasses interpretation and feedback systems that translate assessment results into actionable 

insights for both educators and learners. Finally, it addresses learning enhancement, where assessment data drives 

personalized learning pathways and addresses underperformance through targeted remediation strategies, inspired by 

the assessment as/for learning paradigm (Schellekens et al., 2021). 

 

Table 1 

The two-facets AI-supported assessment framework (on the processual dimension) 

Facet 1:  

Assessment design and development 

Facet 2:  

Assessment implementation and utilization 

• Strategic planning of assessment 

• Item construction and validation 

• Assessment assembly and quality 

assurance 

• Administration and adaptive delivery 

• Scoring and response analysis 

• Interpretation and feedback 

• Learning enhancement 
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This dual-facet framework provides a comprehensive structure for examining the most prominent aspects identified 

across the research literature: AI for automated assessment and personalized feedback. These themes appear 

consistently across different studies and contexts, making them the central focus of research in AI for educational 

assessment. Additionally, our framework incorporates emerging applications and critical considerations to provide a 

comprehensive understanding of the field, addressed in the next chapters of this article. 

Table 1 denotes an integrated approach acknowledging assessment not as an isolated evaluative event but as an 

integral component of the educational process that both informs instruction and enhances learning. The merits of this 

approach are related to the comprehensive understanding of the institutional assessment providing a measure of a 

student’s performance and status at a particular moment in time and intended for a specific use (i.e. judgment of 

ability, advancement, placement, etc).  

Our process-focused framework draws on three key theoretical perspectives: 

1. Assessment for learning: The processual dimension prioritizes formative functions of assessment, 

emphasizing how evaluation data can guide instruction and support student learning (Black & Wiliam, 

2018; Schellekens et al., 2021). AI amplifies this approach by providing more detailed, timely, relevant 

and actionable information to support the dynamic features of learning. This perspective goes beyond 

the common understanding that assessments carry mainly a specific “stake” or consequence for 

students, offering educators an opportunity to exert influence and control through attainment pressure 

(Elmore, 2019) 

2. Constructive alignment: Following Biggs' (2014) principles, the framework ensures that assessment 

methods are aligned from the curriculum perspective – in particular in relation with the learning 

outcomes foreseen and instructional learning activities recommended. AI tools enhance this alignment 

by offering sophisticated means to assess complex learning outcomes, ensure a comprehensive 

assessment and avoid gaps in coverage. 

3. Sociocultural dimension of assessment: The framework recognizes assessment as a culturally situated 

practice (Gipps, 1999) and emphasizes the importance of considering diverse learner backgrounds and 

needs. AI applications must be designed and implemented with cultural responsiveness in mind, for 

example by controlling the questions' difficulty in relation to diverse students' cultural backgrounds. In 

this way, we could better acknowledge how current assessment systems have a deep embedded social 

and cultural purpose and not always serve as useful information about the development of learners’ 

capabilities (Elmore, 2019). 

These theoretical foundations ensure that technological innovations serve pedagogical purposes rather than allowing 

technology to drive assessment practices. This way, our Processual Assessment Integration Model (P-AI-M) emerges as 

a novel prescriptive framework for the AI use in education assessment. This top-down model uses the three theoretical 

key perspectives described above as a system of normative orientation for the processes underlying both facets. At the 

same time, the model concludes in an iterative feedback loop, informing instruction and enhancing learning (see 

Figure 1). 

The processual dimension of our framework is directly informed by three theoretical perspectives identified in our 

literature review as essential for effective AI-enhanced assessment. Assessment for learning theory (Black & Wiliam, 

2018) emphasizes the formative potential of evaluation, which our dual-facet approach captures by connecting design 

decisions with implementation outcomes. Constructive alignment principles (Biggs, 2014) necessitate viewing 

assessment as part of an integrated educational system, reflected in our framework's emphasis on linking assessment 

processes to curriculum and instruction. The sociocultural dimension of assessment (Gibbs, 1999) highlights how 

evaluation practices are culturally situated, which our process model acknowledges by emphasizing contextual 

adaptation in both design and implementation phases. Together, these theoretical foundations necessitate a process-

oriented approach that views assessment not as a static event but as a dynamic component of the educational 

journey, with AI enhancing different phases while preserving educational integrity. 
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Figure 1 

The illustration of the Processual Assessment Integration Model (P-AI-M) 

 

 

Current studies and evidence will be subsequently utilized in Chapter 3 for illustrating instantiations of the two facets 

in practice, highlighting current capabilities and instrumentations that could justify the convergence towards the 

overarching processual dimension. 

 

 

2.2. A focus on the roles 

 

Our systematic review consistently highlighted implementation challenges stemming from misalignments between 

different educational actors in AI assessment integration. Successful implementations, by contrast, demonstrated clear 

role definition and cross-stakeholder collaboration (Tsai et al., 2019; Holstein et al., 2019). This finding aligns with 

distributed cognition theory and socio-technical systems perspectives, which emphasize how technological 

implementation requires coordination across multiple actors in complex educational settings (Buckingham Shum et al., 

2019).  

Drawing on these insights, we developed a stakeholder dimension that maps the ecosystem of AI assessment 

implementation by identifying five key stakeholder groups—researchers, policy makers, school leaders, teachers, and 

students—each with distinct responsibilities, concerns, and areas of expertise essential to successful AI integration. For 

each stakeholder, the table presents three dimensions: primary focus areas that demand their attention, key 

responsibilities that fall within their purview, and implementation considerations that should guide their decision-

making. 
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Table 2 

Stakeholder roles in educational AI assessment 

Stakeholder Primary focus areas Key responsibilities Implementation considerations 

Researchers Validity evidence; 

Ethical frameworks; 

Longitudinal impacts 

Developing assessment 

models; Investigating 

bias; Validating 

effectiveness 

Balance innovation with methodological 

rigor; Consider educational theory 

alongside technical capabilities 

Policy makers Governance 

structures; Equity 

safeguards; System 

integration 

Creating regulatory 

frameworks; Ensuring 

fair implementation; 

Resource allocation 

Develop policies based on evidence; 

Balance innovation with protection; 

Support capacity building 

School leaders Professional 

development; 

Institutional adoption; 

Data systems 

Leading organizational 

change; Building 

assessment culture; 

Resource management 

Prioritize pedagogical purpose; Create 

collaborative implementation teams; 

Develop assessment literacy 

Teachers Pedagogical 

integration; Feedback 

utilization; Student 

support 

Designing assessments; 

Interpreting results; 

Guiding learning 

Maintain professional judgment; Focus 

on formative potential; Connect 

assessment to instruction 

Students Feedback engagement; 

Self-regulation; 

Learning pathways 

Self-assessment; Setting 

goals; Using feedback 

Develop assessment literacy; Maintain 

agency in process; Connect assessment 

to personal growth 

The stakeholder matrix emerged from our analysis of implementation studies that revealed how disconnects between 

different educational actors often undermined AI assessment initiatives. For example, many studies documented 

researcher-developed tools that failed to gain traction because they were designed without adequate teacher input 

(Knox et al., 2019; Selwyn, 2019), or policy frameworks that lacked sufficient guidance for classroom-level 

implementation (Reich & Ito, 2017). By explicitly mapping the complementary roles and responsibilities across the 

educational ecosystem, our framework addresses this recurring gap in the literature while acknowledging that 

successful AI integration depends not just on technological sophistication but on thoughtful human oversight 

distributed across organizational levels. This dimension prevents technological determinism by distributing 

accountability and agency across the educational community, a concern frequently raised in our reviewed literature 

(Holmes et al., 2019). 

This framework recognizes that successful AI assessment integration depends not only on technological capabilities 

but also on thoughtful human oversight across organizational levels. By clarifying these complementary roles, the 

table provides a roadmap for collaborative implementation that balances innovation with ethical considerations, 

technical capabilities with pedagogical needs, and system-level changes with individual learning experiences. 

Understanding these varied perspectives is essential for developing AI assessment systems that are not only technically 

sound but also educationally valuable and equitably implemented. 

 

2.3. A focus on the evaluative tasks 

 

While the stakeholder matrix establishes who should be involved in AI assessment integration and their respective 

responsibilities, it is equally important to understand what specific assessment functions AI can support within 

established pedagogical frameworks. Instructional design and, consequently, the educational assessment have long 

been guided by Bloom's Taxonomy, which provides a hierarchical classification of cognitive processes from basic recall 

to complex creation. This taxonomy serves as an ideal structure for mapping AI capabilities to specific assessment 

needs across different levels of cognitive complexity. Therefore, a third and last cognitive-taxonomic dimension is 

presented. 

Our review revealed that current AI assessment tools tend to cluster either at lower cognitive levels (focused on 

knowledge retrieval and basic understanding) or at advanced levels (supporting complex analysis and creation), with 
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limited integration across the full spectrum of cognitive processes. This finding highlighted the need for a 

comprehensive framework that maps AI capabilities to the entire range of cognitive operations. The following table 

addresses this gap by illustrating how artificial intelligence can complement human skills at each taxonomic level while 

supporting assessment functions linked to specific learning outcomes. This perspective is deeply rooted in Vygotsky's 

sociocultural theory of learning, particularly the concept of scaffolding within the zone of proximal development, 

where AI tools can provide the appropriate level of support needed for learners to progress to higher cognitive levels 

(Vygotsky, 1997). This theoretical lens informed our understanding of how AI can serve not just as an evaluation tool 

but as a supportive mechanism that facilitates cognitive development across multiple dimensions. 

Furthermore, this approach reflects contemporary assessment theories emphasizing the need for multidimensional 

evaluation methods that capture the full spectrum of learning outcomes embedded in various national education 

systems’ curricula. Often defined as general and specific competences, these learning outcomes cover a complex array 

of knowledge, skills and attitudes, defined both at a specific subject level, but also at a wider level. Our approach is 

therefore relevant to map not only the individual performance of a student at one subject, but also how the 

learners/graduate competence profiles are met. 

By connecting stakeholder roles with taxonomically-organized assessment applications, we establish a comprehensive 

model that bridges organizational considerations with classroom-level pedagogical practices to ensure AI assessment 

tools are both theoretically grounded and practically applicable. The framework presented in Table 3 integrates a 

revised Bloom's Taxonomy with emerging AI capabilities to provide a comprehensive view of how human skills and 

artificial intelligence can complement each other in educational assessment. It is built based on the Oregon State 

University Ecampus resource for the teaching staff (the first three columns of the table), to which we added a fourth 

column dedicated to AI-supported assessment. 

Table 3 

AI assessment applications mapped to Bloom's taxonomy framework 

Level 
Distinctive human 

skills* 

How GenAI can 

supplement learning* 

How AI can support assessment/ evaluative 

tasks** 

CREATE Engage in both creative 

and cognitive processes 

that leverage human 

lived experiences, 

social-emotional 

interactions, intuition, 

reflection, and judgment 

to formulate original 

solutions 

Support brainstorming 

processes; suggest a 

range of alternatives; 

enumerate potential 

drawbacks and 

advantages; describe 

successful real-world 

cases; create a tangible 

deliverable based on 

human inputs 

Assess originality by comparing student 

work against corpus knowledge/ state of the 

art; provide constructive feedback on 

creative products; generate alternative 

solutions for comparison; evaluate 

alignment with provided criteria/ rubrics; 

support portfolio-based assessment 

EVALUATE Engage in metacognitive 

reflection; holistically 

appraise ethical 

consequences of other 

courses of action; 

identify significance or 

situate within a full 

historical or disciplinary 

context 

Identify pros and cons of 

various courses of 

action; develop and 

check against evaluation 

rubrics 

Analyse evaluation justifications for depth 

and coherence; provide multi-perspective 

feedback on ethical reasoning; assess the 

comprehensiveness of critical reviews; 

benchmark evaluations against expert 

examples; generate counterarguments to 

test robustness of student evaluations 

ANALYZE Critically think and 

reason within the 

cognitive and affective 

domains; justify analysis 

in depth and with clarity 

Compare and contrast 

data, infer trends and 

themes in a narrowly - 

defined context; 

compute; predict; 

interpret and relate to 

real-world problems, 

decisions, and choices 

Identify logical gaps in student analyses; 

provide immediate feedback on analytical 

processes; suggest additional analytical 

perspectives; evaluate the quality of 

evidence used in arguments; create 

customized analytical challenges based on 

student performance patterns 
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APPLY Operate, implement, 

conduct, execute, 

experiment, and test in 

the real world; apply 

human creativity and 

imagination to idea and 

solution development 

Make use of a process, 

model, or method to 

solve a quantitative or 

qualitative inquiry; assist 

students in determining 

where they went wrong 

while solving a problem 

Imagine hypothetical problem situations 

that the student must solve using particular 

knowledge and skills; simulate real-world 

environments for authentic assessment (also 

possible within VR settings); automate 

assessment of procedural knowledge 

through step tracking; provide scaffolded 

support during application tasks; generate 

variations of practice scenarios with 

adaptive difficulty 

UNDERSTAND Contextualize answers 

within emotional, moral, 

or ethical 

considerations; select 

relevant information; 

explain significance 

Accurately describe a 

concept in different 

words; recognize a 

related example; 

translate to another 

language 

Automatically grade essays based on given 

(general) criteria; give knowledge-based 

hints to support demonstration of 

understanding; provide ongoing contextual 

support and supplementary questions (while 

taking the test) to gauge focused/ deep 

understanding; analyse concept maps for 

comprehension assessment; identify 

misconceptions in student explanations; 

personalize assessment based on learning 

pathways 

REMEMBER Recall information in 

situations where 

technology is not readily 

accessible 

Retrieve factual 

information; list possible 

answers; define a term; 

construct a basic 

chronology or timeline 

Indicate the most significant information to 

be included in a test/ exam; organise the 

flow of knowledge-based items in adaptive 

tests; generate personalized retrieval 

practice exercises; implement spaced 

repetition testing algorithms; create 

customized flashcards based on individual 

learning gaps; track knowledge retention 

over time 

* Bloom’s Taxonomy Revisited – by Oregon State University Ecampus, 2024 – based on MAGE framework 

(Zaphir & al, 2024). 

** Assessment extension – a proposal for the taxonomy’s AI-based assessment dimension; it mostly refers to 

digital exams. 

Organized hierarchically from foundational remembering to complex creation, the table delineates three essential 

dimensions. The second column identifies distinctive human skills that remain vital in an AI-augmented world, 

highlighting the irreplaceable aspects of human cognition at each taxonomic level. The third column outlines how 

generative AI can supplement student learning processes, serving as a tool that enhances rather than replaces human 

thinking (Oregon State University Ecampus, 2024).  

In the last column, we propose a structured list of examples of how AI can support assessment and/or evaluative tasks, 

providing concrete applications for educational measurement from basic knowledge verification to sophisticated 

creative evaluation. Moreover, across all distinctive human skills, AI could provide immediate thorough feedback 

during various stages of assessment, supporting real-time amelioration. The cognitive-taxonomic dimension responds 

directly to recurring calls in the literature for assessment approaches that capture the full spectrum of learning 

outcomes embedded in contemporary curricula (Cope & Kalantzis, 2019; Chen et al., 2020). By mapping AI capabilities 

to Bloom's Taxonomy, our framework offers educators a structured approach to understanding where artificial 

intelligence can most effectively enhance assessment while preserving human expertise in areas requiring judgment, 

creativity, and ethical reasoning. This dimension addresses the tension identified in our review between technological 

capabilities and pedagogical needs by illustrating how AI and human assessment approaches can complement rather 

than replace each other, with each playing distinct roles across different cognitive domains. It further responds to 

concerns about AI potentially narrowing assessment focus to easily measurable outcomes by explicitly mapping how AI 

can support evaluation across the full range of cognitive processes, from basic recall to complex creation. 
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Together, these dimensions offer educators a structured approach to understanding how AI tools can most effectively 

strengthen assessment practices, while preserving the central role of uniquely human capabilities in learning and 

evaluation. Subsequently, an overview of the current research landscape will be explored in relation to the present 

framework, and connections to literature will serve as an illustration of practical options for each element comprised 

by the processual, stakeholder and taxonomical dimensions. 

 

2.4. Integration of the Three Dimensions 

 

The three dimensions of our P-AI-M framework—processual, stakeholder-oriented, and cognitive-taxonomic—

emerged not as isolated components but as an integrated response to the multifaceted challenges of AI integration in 

educational assessment identified in our systematic review. Each dimension addresses distinct but interconnected 

aspects of assessment: the 'what' (processual), the 'who' (stakeholder), and the 'how' (cognitive-taxonomic). Together, 

they form a comprehensive framework that bridges theoretical foundations with practical applications. 

The integration of these dimensions creates a dynamic model that reflects the complexity of educational assessment 

while offering practical guidance for implementation. For example, the processual dimension's distinction between 

assessment design and implementation is directly linked to the stakeholder dimension's differentiation of roles, with 

researchers and policy makers typically more involved in design aspects while teachers and students engage more with 

implementation. Similarly, the cognitive-taxonomic dimension intersects with both the processual dimension (different 

assessment phases may target different cognitive levels) and the stakeholder dimension (various stakeholders may 

prioritize different cognitive aspects of assessment). 

Our review of the literature highlighted that existing approaches to AI in educational assessment often address only 

one of these dimensions in isolation, leading to implementation challenges and limited adoption. By integrating these 

three perspectives, our framework provides a more holistic approach that acknowledges the multidimensional nature 

of assessment and the complex interplay between processes, stakeholders, and cognitive domains in effective AI 

integration. 

 

3. Assessment Design and Development 

 

Having established our comprehensive three-dimensional framework—encompassing processual, stakeholder, and 

cognitive-taxonomic dimensions—we now delve deeper into the first facet of the processual dimension: assessment 

design and development. While the stakeholder roles (from researchers to students) and cognitive levels (across 

Bloom's Taxonomy) remain integral considerations throughout, this section examines how AI can enhance the 

preparatory phases of assessment, from strategic planning and item construction to assembly and quality assurance, 

providing practical applications that bridge theory with implementation. 

 

3.1. Strategic Planning of Assessment 

 

Artificial intelligence can significantly enhance how educators and institutions conceptualize and develop 

comprehensive evaluation strategies, moving beyond just automating the grading of completed assessments. This 

application focuses on using AI to shape the entire assessment framework from conceptualization to implementation. 

In test purpose determination and specification, the application of AI in analysing curriculum content effectively 

identifies key assessment targets (Owan et al., 2023). Large language models demonstrate significant utility in test 

specification by processing extensive course-related text data, identifying essential themes and concepts, and 

generating appropriate test item recommendations. AI systems contribute to assessment design through several 

modalities: identification of critical knowledge and competencies from curriculum materials, recommendation of 

assessment frameworks that align with established learning objectives, thus ensuring a calibration of the assessment 

to the class content. 

Another important aspect in assessment planning and calibration is the comprehensive coverage of the specified areas 

of the assessment domain, thus providing content validity. LLMs can analyse content areas and instructional objectives 

in the cognitive domain, and therefore, they can help educators design assessment methods exhaustively representing 
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it (Owan et al., 2023). This can be achieved by ensuring appropriate weighting of topics based on curriculum emphasis, 

align assessment difficulty with intended learning outcomes and include different item types for complementary skill 

assessment.  

AI can also help obtain other validation evidence by analysing response processes of students (processing validity), 

internal structure of assessments (internal validity), as well as relationships to other relevant variables (criterion 

validity), all being important for the quality and accuracy of the assessment results, as well as the subsequent 

confidence in the derived learning goals (Kaldaras et al., 2024). 

 

3.2. Item Construction and Validation 

 

3.2.1. Item Construction 

Item construction and validation represent two interconnected areas where AI technologies are making substantial 

contributions to educational assessment. These applications leverage natural language processing, machine learning, 

and large language models to enhance both the creation and evaluation of assessment items.  

AI has significantly enhanced the process of building assessment items, particularly in high-stakes exams. Traditional 

methods of item generation often rely on human expertise, which can be time-consuming and prone to bias. AI 

technologies, such as Natural Language Processing (NLP) and Machine Learning (ML), have introduced automated item 

generation (AIG) as a viable alternative (Circi et al., 2023). This option allows for increased item production capabilities, 

especially useful for large-scale assessment. Allowing various types of input, ranging from templates to strong theories, 

its accessibility creates considerable opportunities for educators. Organized in multiple stages, the automatic item 

generation process can prepare and understand text for subsequent item production, as well determining usefulness 

of the generated items (Tan et al., 2024). 

Beyond powerful capacities of production, LLMs underlying AIG also have the ability of generating highly structured 

items with unambiguous prompts and solutions. Exceeding frequently practiced traditional memory-recall questions, 

AI systems can provide multiple-choice items (with stem, correct answer and possible distractors), essay prompts, 

short-answer questions, and problem-based items, with the main advantage of increasing accessibility of a diverse 

plethora of assessment options corresponding to a complementary ability evaluation. There is practical evidence of 

questions constructed through AI, considered clear and relevant with regard to the assessment subject (Owan et al., 

2023). 

The power and speed with which these tools can build proposals for assessment items make AI-assisted assessment 

creation an increasingly valuable option in the perspective of scaling assessment education. AI systems also provide, 

beyond versatility and accessibility, unprecedented possibilities in large-scale testing, by offering exponentially more 

resources, as well as by combining AI technologies and psychometric methods to produce substantial joint 

developments in reliability and validity of assessment. 

 

3.2.2. Item Validation 

Research evidence indicates the potential use of neural networks in estimating both person and item parameters from 

Item Response Theory (IRT), such as item difficulty and item discrimination (the ability of an item to distinguish 

between increments of respondents' ability level) (Zhang & Chen, 2024). Moreso, AI systems can offer meaningful 

explanations of parameters across different cognitive domains as well as performance prediction (Su et al., 2021). AI’s 

ability to estimate item parameters at incredibly high precision also allows for applications in more complex methods 

of cognitive diagnostics (Li et al., 2022). 

AI derived options can also provide necessary complementarity for traditional methods that can be difficult to 

implement in practice, due to their sensitivity to many assumptions. In certain situations, AI systems could be 

preferred to classical Factor Analysis in studying the item-factor relationship, by being more accurate and adaptable 

(Milano et al., 2024). 
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3.3. Assessment Assembly and Quality Assurance 

 

Once individual items have been constructed and validated, they must be assembled into coherent assessment 

instruments. AI supports this process through sophisticated assembly algorithms and quality control mechanisms. 

As iterated earlier, AI supports the strategic selection of items to create cohesive assessments. It can interpret relevant 

materials and texts, identify redundant or overlapping items, ensure appropriate difficulty distribution and maintain 

internal consistency, thus providing support in identifying the appropriate items and ensuring convergent validity 

(Owan et al., 2023).  

In terms of validity for the resulting assessment instrument, AI systems provide different support possibilities. Content 

validity measures using AI are developed for paralleling human evaluation, adding another layer of verification for the 

complete coverage of the assessment factors’ domain by the selected items of the (Milano et al., 2025). Also, powerful 

options for validating the internal structure in large-scale assessment that use AI are available (Urban & Bauer, 2021). 

Specifically, algorithms of deep learning provide new performance possibilities in learning how the structural 

organization of items reflect the latent traits intended for assessment. Spectacular new developments attack some of 

the hitherto considered “black-boxes” of assessment challenges, namely the response processes. Research using 

biometrics and machine-learning enables insight in strategies and specific behaviours (Yaneva et al., 2022). These 

systems can also analyse student behaviour during assessments, offering a more comprehensive understanding of 

their cognitive and affective states (Liu et al., 2024). For instance, AI-powered platforms can track engagement levels, 

detect emotional states, and provide real-time interventions to support student well-being (Saputra et al., 2024; 

Apetorgbor et al., 2024). 

These are just a few of the overwhelming tools and methods enabled by AI systems, dedicated for evaluating 

assessment quality.  

AI also allows for important features with respect to the superordinate principle of cultural sensitivity and correction 

for bias and threats to fairness. AI systems can identify multiple sources of potential bias in assessment materials by 

analysing the content of test items and signalling specific issues (Owan et al., 2023). These tools can highlight cultural 

or linguistic barriers that may disadvantage certain students. Also, they can identify stereotypical representations in 

item contexts. Moreso, the AI systems have the potential to detect interference with item clarity leading to 

inaccuracies in interpretation by analysing language usage that may create construct-irrelevant variance and noise. 

Also, it can check assumptions about assessment content that relies on prior knowledge, not covered by the 

curriculum. AI-powered tools like Finetune (Generate and Catalog) have been used to align educational content with 

various standards and frameworks, reducing subjectivity and improving precision (Bolender et al., 2024). 

 

4. Assessment Implementation and Utilization 

 

Building upon our exploration of assessment design and development, we now turn to the second facet of the 

processual dimension within our three-dimensional framework: assessment implementation and utilization. This 

section examines how AI transforms the execution, analysis, and educational application of assessments while still 

acknowledging the distinct roles of various stakeholders and the cognitive processes being evaluated. The 

implementation phase represents the critical juncture where theoretical design principles meet practical classroom 

realities, creating opportunities for more responsive, equitable, and pedagogically sound assessment practices. 

 

4.1. Administration and Adaptive Delivery 

 

The second dimension of our framework addresses how AI can enhance the administration, scoring, interpretation, 

and educational use of assessments. This dimension focuses on the functional aspects of assessment as an integral 

component of the teaching and learning process. 
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4.1.1. Testing Environment Monitoring 

AI systems can enhance assessment integrity through proctoring capabilities that detect suspicious behaviours, 

authentication methods to verify test-taker identity, environmental monitoring to ensure testing conditions, anomaly 

detection in response patterns or testing behaviours (Young, 2024). 

 

4.1.2. Adaptive Assessment Delivery 

One of the most innovative contingencies of AI usage in assessment implementation refers to the adaptive testing 

systems used to adjust the difficulty of questions based on a student’s performance, providing a more accurate 

measure of their abilities (Msayer et al., 2024; Khlaif et al., 2024). Some of the most important advantages refer to 

precision in dynamically matching item difficulty to estimated student’s ability to maintain optimal mental challenge, 

reduced testing time and test items while preserving measurement precision, and customized assessment pathways 

based on response patterns. 

 

4.2. Response Analysis and Scoring 

 

Traditional assessment methods often involve manual scoring, which can be time-consuming and prone to human 

error, or formulaic evaluation, excessively template-driven evaluation struggling with generalization and context.  

Answering problems related to resource optimality AI-based systems offer automated grading and real-time feedback, 

enabling educators to quickly identify areas where students may need additional support. Recently, AI-powered tools 

started being successfully used in essay scoring, demonstrating high accuracy and consistency (Hartmann, 2023; 

Mahamuni et al., 2024). Recent studies emphasize the utility of AI tools for automatic grading of assessments, 

showcasing how AI can streamline the evaluation process. This includes the development of algorithms capable of 

effectively assessing student performance on various types of assessments, such as essays, quizzes, and practical 

assignments (Hrich et al., 2024).  

For example, AI systems specialised on automated essay scoring (AES) evaluate written essays on dimensions including 

content relevance and accuracy, organization and coherence, grammar and mechanics, vocabulary usage and style, 

argument development. Major systems include e-rater (ETS), Intelligent Essay Assessor (Pearson), and features in 

platforms like Turnitin.  

Apart from resource efficiency, the use of AI could also deliver serious contributions to the problem of lack of flexibility 

and rigid use of templates and answer keys instead of contextual meaning and understanding of the evaluation 

criteria. For instance, Richardson and Clesham (2021) describe how Pearson's Intelligent Essay Assessor uses latent 

semantic analysis (LSA), which uses words as vectors projected in a multidimensional semantic space. Words and 

sentences can be compared on similarity of meaning based on the contexts of the words used (relation to the rest of 

the text), allowing AI to evaluate meaning rather than merely matching keywords. Evidence of reliability comes in 

support for their practical use (Richardson & Clesham, 2021). Also, the possibility of evaluating scoring process 

transparency brings potential interest for educators, due to the capacity of grasping an understanding over the 

decisions made by the system by interrogating the “reasoning” behind the scoring process (Kaldaras et al., 2024). 

 

4.3. Interpretation and Feedback Systems 

 

AI enhances the interpretation of assessment results by offering comprehensive data analysis, personalized feedback, 

predictive analytics, and valuable insights for educators. This capability allows for a more responsive educational 

environment that can quickly adapt to students' needs. 

 

4.3.1. Comprehensive Data Analysis 

AI systems can process large volumes of assessment data quickly and efficiently, including both quantitative data (like 

scores and completion times) and qualitative data (like student-written responses). Machine learning algorithms can 

identify patterns, trends, and anomalies in student performance that may not be evident through traditional 

assessment methods. 
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AI systems excel at identifying patterns in large datasets that might be invisible to human analysts. As Owan et al. 

(2023) explain, AI can: 

• Analyse student response patterns across multiple assessments to identify conceptual misunderstandings. 

• Detect correlations between performance on different question types or topics. 

• Identify anomalies that may indicate unusual learning challenges or strengths. 

• Recognize trends in performance over time that suggest learning progression or regression. 

 

4.3.2. Performance Prediction 

AI can use historical assessment data to predict future performance. For example, it can evaluate how students' scores 

in formative assessments might relate to their expected scores in summative assessments. This predictive analysis can 

guide teachers in implementing early interventions for students who may be at risk of falling behind (Owan et al., 

2023). 

Key predictive capabilities include: 

• Early identification of students at risk of academic difficulties; 

• Projection of learning trajectories based on current performance; 

• Estimation of knowledge acquisition rates over time; 

• Prediction of performance on future assessments based on current patterns. 

 

4.3.3. Multi-Level Feedback Systems in Learning Enhancement 

AI-powered systems can generate detailed reports automatically, providing administrators with actionable insights into 

student performance (Bolender et al., 2024; Apetorgbor et al., 2024). These reports can include system-wide 

performance analytics, achievement gap identification, curriculum effectiveness indicators, and resource allocation 

recommendations, among many others. 

AI-based assessment systems enable the identification of learning gaps, allowing educators to tailor instruction to 

individual needs based on indices of class-level performance patterns, topic-specific mastery levels, instructional 

effectiveness indicators, and even explicitly recommended teaching interventions. 

The role of AI is also recognized in providing real-time feedback for students (Owan et al., 2023). AI can provide 

immediate feedback based on their assessment performance: 

• Specific knowledge and skill gaps; 

• Personalized learning recommendations; 

• Progress tracking against learning goals; 

• Metacognitive guidance on learning strategies. 

Teachers and educators could guide intelligent tutoring systems and use collected data for monitoring how 

performance improvement recommendations are implemented and how effective they are.  

 

5. Concluding Thoughts 

 

The integration of artificial intelligence into educational assessment could represent a major transformation in how we 

conceptualize, design, and implement evaluative practices. Our systematic review reveals that AI's potential extends 

far beyond mere automation of existing processes – it offers unprecedented opportunities to reconceptualize 

assessment as an integral, dynamic component of the educational journey rather than an isolated evaluative event. 

Our article explored current developments in AI use for enhancing learning, focussing on education assessment, as one 

of the most important and promising areas of ap-plication. The model proposed assumes that despite the current 

limitations in rigorously understanding how brains work, the theoretical advances are offering a promising perspective 

(Churchland and Abbot, 2016). AI tools still have documented limitations from the technological perspective and the 

areas explored in our normative model accurately follow these limitations. However, we highlight the limitations of our 

model when considering its real-life applications. The lack of enabling factors (for example, a systemic policy support, 

an enhanced accessibility, adequate training of teachers), as well as specific contexts (for example, rigid educational 

cultures and resistance to change, limited funding, insufficient cooperation between key stakeholders) could reduce 
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the practical value of this model, despite its normative nature. Also, at list at this stage, AI systems are tools with no 

inherent moral agency, trained on available data with its correspondent bias and error. Thus, uses of AI always pose 

the risk of circular reproduction of error, and their applications are always bound to the quality of its training data. 

 

The Processual Assessment Integration Model (P-AI-M) proposed in this paper provides a comprehensive framework 

that bridges theoretical foundations with practical applications across three critical dimensions that work in synergy: 

1. The processual dimension: Our dual-facet approach to assessment processes—distinguishing between 

design/development and implementation/utilization—creates a dynamic framework that recognizes assessment as a 

continuous cycle rather than a static event. This processual understanding demonstrates how AI can enhance different 

phases of assessment while maintaining pedagogical integrity. The iterative feedback loops embedded in this 

dimension ensure that assessment continuously informs instruction and enhances learning in a virtuous cycle. 

2. The stakeholder dimension: By explicitly mapping the roles, responsibilities, and concerns of researchers, policy 

makers, school leaders, teachers, and students, our framework acknowledges that successful AI integration depends 

on coordinated efforts across the educational ecosystem. This multi-stakeholder approach ensures that AI 

implementation balances innovation with ethical considerations, technical capabilities with pedagogical needs, and 

system-level changes with individual learning experiences. The stakeholder dimension prevents technological 

determinism by distributing accountability and agency across the educational community. 

3. The cognitive-taxonomic dimension: By aligning AI capabilities with Bloom's Taxonomy levels, our framework 

provides educators with a structured approach to understanding where AI can most effectively enhance assessment 

while preserving human expertise. This dimension illustrates how artificial intelligence can complement human skills 

across the spectrum from basic recall to complex creation, maintaining the centrality of uniquely human capabilities in 

areas requiring judgment, creativity, and ethical reasoning. 

 

The integration of these three dimensions creates a comprehensive model that provides both theoretical grounding 

and practical guidance. When implemented together, they address persistent challenges in educational assessment: 

resource constraints, scalability limitations, and the need for more nuanced, timely feedback, while preserving the 

human elements essential to meaningful education. 

From a theoretical perspective, the P-AI-M framework is grounded in established educational principles including 

assessment for learning, constructive alignment, and the sociocultural dimensions of assessment. This theoretical 

grounding ensures that technological innovations serve educational objectives rather than directing or constraining 

pedagogical practices. The model acknowledges that assessment is not merely a measurement tool but a catalyst that 

informs teaching strategies and empowers students in their learning journey. 

The practical implications of our framework are substantial. In assessment design and development, AI offers 

capabilities ranging from strategic planning and item construction to quality assurance and bias detection. In 

implementation and utilization, AI enhances administration through adaptive delivery, sophisticated response analysis, 

comprehensive interpretation of results, and personalized feedback mechanisms. These applications collectively 

address persistent challenges in educational assessment: resource constraints, scalability limitations, and the need for 

more nuanced, timely feedback. 

We acknowledge both the promise and limitations of our framework. Despite the current technical limitations in AI, 

the normative model we propose accurately identifies areas where AI can enhance educational assessment while 

remaining cognizant of its boundaries. However, successful implementation requires enabling factors including 

systemic policy support, enhanced accessibility, adequate teacher training, and collaborative stakeholder engagement. 

Moreover, the ethical implications of AI in assessment demand ongoing vigilance regarding data privacy, algorithmic 

transparency, and equity considerations. 

The P-AI-M framework ultimately represents a balanced approach to AI integration that neither uncritically embraces 

technological determinism nor dismisses innovation due to resistance to change. Instead, it offers a structured 

pathway for thoughtful implementation that enhances assessment practices while preserving educational values. By 

situating AI capabilities within sound pedagogical principles, the framework helps educators and institutions to 

meaningfully employ assessment innovation while ensuring that technology serves as a tool for educational 

empowerment rather than a mechanism that reduces learning to data points. 

Important challenges remain in determining how these technologies can be implemented ethically and effectively 

across diverse educational contexts, ensuring they enhance rather than undermine pedagogical objectives (Knox et al., 
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2019; Selwyn, 2019). Vigilance in understanding algorithmic processes and sensitivity to error or inequity is imperative 

for ensuring principles of fairness, inclusivity and equality of chance (Kizilcec & Lee, 2020). Important research also 

addresses whether AI assessments produce valid and reliable evaluations across different student populations, 

addressing concerns about methodological integrity and accuracy of measurement (Saadati, 2023). Additionally, 

research should explore how educators can best integrate AI assessment tools into their practice while maintaining 

their professional judgment and pedagogical authority (Tsai et al., 2019). There is also focus on the broader ethical 

dimensions of AI in assessment, including data privacy, transparency of algorithmic decision-making, and student 

agency (Buckingham Shum et al., 2019). As educational systems increasingly adopt these technologies, evidence-based 

guidelines are essential to ensure that AI serves as a tool for educational empowerment rather than a mechanism that 

narrows curriculum or reduces students to data points or becomes blindly governed by technocentric systems (Selwyn, 

2019). By systematically examining both the affordances and limitations of AI in assessment, researchers can 

contribute vital knowledge that informs policy and practice, ultimately ensuring that technological innovation serves 

genuine educational advancement (Holmes et al., 2019). 

As AI continues to evolve, this framework provides both theoretical grounding and practical guidance for implementing 

assessment tools in pedagogically sound, ethically responsible, and equitably distributed ways – ensuring that 

technological advancement serves genuine educational enhancement rather than narrowing curricular focus or di-

minishing the rich complexity of human learning. 
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